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Position of the Reliability SMF Within the MOF IT Service Lifecycle
The MOF IT service lifecycle encompasses all of the activities and processes involved in managing an IT service: its conception, development, operation, maintenance, and—ultimately—its retirement. MOF organizes these activities and processes into Service Management Functions (SMFs), which are grouped together in lifecycle phases. Each SMF is anchored within a lifecycle phase and contains a unique set of goals and outcomes supporting the objectives of that phase. The SMFs can be used as stand-alone sets of processes, but it is when SMFs are used together that they are most effective in ensuring service delivery at the desired quality and risk levels.

The Reliability SMF belongs to the Plan Phase of the MOF IT service lifecycle. The following figure shows the place of the Reliability SMF within the Plan Phase, as well as the location of the Plan Phase within the IT service lifecycle.
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Figure 1. Position of the Business/IT Alignment SMF within the IT service lifecycle

Before you use this SMF, you may want to read the following MOF 4.0 guidance to learn more about the MOF IT service lifecycle and the Plan Phase:

· MOF Overview
· Plan Overview
Why Use the Reliability SMF?

This SMF should be useful for anyone who wants to understand, set targets, and measure IT service reliability.

It addresses creating plans for the following:

· Confidentiality

· Integrity

· Availability

· Continuity

· Capacity

Reliability Overview

A reliable service or system is dependable, requires minimal maintenance, will perform without interruption, and allows users to quickly access the resources they need. These characteristics are not only true for business-as-usual conditions; they must also apply during times of business change and growth and during unexpected events. Ensuring reliability involves three high-level processes:
· Planning. Gathering and translating business requirements into IT measures

· Implementation. Building the various plans and ensuring that they can meet expectations

· Monitoring and Improvement. Proactively monitoring and managing the plans and making necessary adjustments
Many outputs of the Reliability SMF, such as the availability plan, capacity plan, data security plan, and monitoring plan, provide input into the activities described in the Business/IT Alignment SMF.
Reliability SMF Role Types

The primary Team SMF accountability that applies to the Reliability SMF is the Architecture Accountability. The role types within that accountability and their primary activities within this SMF are displayed in the following table. The accountable role for Reliability is the Architecture Manager role type.
Table 1. Architecture Accountability and Its Attendant Role Types

	Role Type
	Responsibilities
	Role in This SMF

	Architecture Manager
	· Accountable for ensuring creation and maintenance of architecture plan
	· Uses Reliability requirements to provide roadmap to support design process and ensuring reliability 

	Reliability Manager
	· Uses input from Service Monitoring and Control SMF to look at current bottlenecks and propose solutions
	· Ensures current state meets reliability requirements

	Architect
	· Looks at future directions and solutions to propose across infrastructure
· Designs future state
	· Facilitates reliable solutions


Goals of Reliability 
The Reliability SMF ensures that service capacity, service availability, service continuity, data integrity, and confidentiality are aligned to the business needs in a cost-effective manner.
Table 2. Outcomes and Measures of the Reliability SMF Goals
	Outcomes
	Measures

	IT capacity aligned to business needs
	· Proactive capacity plan

· No capacity-related service disruptions

· Procurement/purchasing plan developed and adhered to

	Services available to users when needed
	· Proactive, cost-justified availability plan

· Reduction in service failures

· Minimized service disruption from anticipated failures

	Critical business services available during significant failures
	· IT disaster recovery aligned to business continuity plan

· Tested, trusted, recovery plan supported by the business

	Data integrity and confidentiality maintained
	· Data classified and managed according to business policy

· No exceptions to data handling and integrity requirements


Key Terms
The following table contains definitions of key terms found in this guide.

Table 3. Key Terms
	Term
	Definition

	Availability management
	The process of managing a service or application so that it is accessible when users need it. Availability is typically measured in percentage of uptime; downtime refers to periods of system unavailability. 

	Business continuity planning
	The process for planning and practicing IT’s response to a disaster or disruptive event. These activities span the organization; beyond just IT, continuity planning affects Finance, Operations, and Human Resources (HR) functions.

	Capacity management
	In the context of IT, capacity refers to the processing or performance capability of a service or system. Capacity management is the process used to ensure that current and future business IT needs are met in a cost-effective manner. This process is made up of three sub-processes: business, service, and resource capacity management. 

	IT service continuity management
	The process of assessing and managing IT risks that can significantly affect the delivery of services to the business. 


Reliability Flow
Figure 2 illustrates the process flow for the Reliability SMF. This flow consists of the following processes:
· Planning

· Implementation

· Monitoring and improving plans
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Figure 2. Reliability process flow 
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Figure 3. Reliability process flow—detailed 

Process 1: Planning
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Figure 4. Planning 
Activities: Planning

Thorough planning is the first process in achieving reliability and consists of the following activities:

· Define service requirements. 
· Plan and analyze business and technical requirements. 
The first activity in planning for Reliability Management is to clearly understand and document the business requirements for the service. Understanding the business objectives allows IT to prioritize and allocate resources to the service and to better align technology investment decisions with the organization’s priorities. IT gathers these requirements by engaging the business through an ongoing relationship management process. 
The second activity in planning focuses on the effort and investment that IT must make to ensure that business expectations are met. Doing this successfully involves understanding both the target IT environment and the specifications for the new service: how these align with each other, how the new service will affect the current environment, and where there are significant technical or resource capability gaps.

These activities should ideally occur during the design phase of a new service so that IT operations can influence the specifications and ensure that the service is designed to operate reliably. A regular dialogue between IT and the business is crucial because trade-off decisions will usually need to be made between an ideal state and a practical, cost-effective one. The following table describes these planning activities in more detail.
Table 4. Activities and Considerations for Planning
	Activities
	Considerations

	Define service requirements
	Key questions: 

· What is the definition of the service? How does the business define the service as “working properly”? 
· What is the business impact if the service is unavailable for a short or extended period? If the service is degraded?
· Are there any financial penalties to IT or the business if the service is degraded or unavailable? Are there any legal risks?

· Is this service (or the data) subject to regulatory constraints or internal policies?

· Does demand for this service vary according to daily, weekly, monthly, or annual patterns? Are there times when this service is not needed?
· What are the growth plans for this service over the next 6, 12, and 24 months? Will it remain static? Will additional functionality be added later, and how will this affect our planning?
Inputs: 
· Service level agreements (SLAs)

· Applicable regulations, laws
· Internal policies
· Risk and impact analysis
· Future plans and anticipated changes/growth

· Vendor support and delivery operating level agreements (OLAs)

· Service dependencies, both internal and external

· Reliability parameters for the service
Outputs: 

· Service level requirements (hours of operation, maintenance windows, recoverability time frames, continuity requirements, and so on)

· Data classification and corresponding data handling policy

· Service priority

· Growth plans

Best practices: 

· State reliability in business terms—for example, “When a user queries the service, he or she should receive a response within 20 seconds.”

· Document, clarify, and verify as many of the business requirements as possible. (Whether the goals are rolled into a single reliability plan or separate plans, the business requirements are mostly similar.)

· Discuss the service’s financial impacts as early in the planning process as possible. By ensuring that the business understands the cost implications, IT can avoid situations where plans are made only to be rejected later for being too costly.
· Plan for early involvement by IT operations and include “design for operations” requirements in the service specifications. This practice will reduce the amount of rework and design changes, which in turn means fewer trade-offs later.

· To encourage consistency of operational design, ensure that the development team understands the infrastructure standards and strategy. 

· Schedule regular business and IT reviews to improve communication, foster understanding, and encourage a unified approach to planning and design. 
· Create a communications plan, with ownership and accountability roles clearly defined, so as to reduce confusion about the decision-making process as it relates to this service.

	Plan and analyze 
	Key questions:

· Do we have sufficient information to translate business requirements into technical requirements for the service?

· Can the service be delivered to meet the required expectations, or are there gaps in the design or build that might create a roadblock? Can we overcome these gaps, or should we document them and communicate them back to the business?
· Do we have budget approval and business support to proceed with building and implementing the reliability plans?

· What other services does this service affect? What are the technical considerations? How does this affect support services?

· What information, data, or trend analyses will help us to understand how this service will perform in various conditions? Is there a known error database and corresponding workarounds for this service or its components? (For more information see the Customer Service SMF.)
Inputs:
· Outputs from previous process
· Service map

· Policy and regulation requirements

· Historical trend information and known errors

· Technical information about the design and build of the service

· Operating guides
Output:
· Reliability specification model and templates

Best practices:
· To obtain the most complete idea of needs, involve all relevant people in assessment and planning. This group might include individuals from solution Development, Enterprise Architecture, Operations, Service Desk, and the business.
· Engage vendors, suppliers, and service providers to give advice on best use of the technology, design reviews, performance, and scalability behaviors.
· Consider looking at usage scenarios, particularly if they have been tested and evaluated in a lab environment; they are a practical way to understand the service’s expected performance. 

· Eliminate confusion by defining and communicating an enterprise-wide standard for operations requirements. A clear understanding of exactly what the operations environment needs removes uncertainty and promotes consistency of standards.


Process 2: Implementation
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Figure 5. Implementation 
Activities: Implementation

Implementing reliability involves the following activities: 
· Developing various plans: availability, capacity, data security, disaster recovery, monitoring
· Reviewing and adjusting the plans for suitability before approving them
These reliability plans address the traditional objectives of availability, disaster recovery, capacity, data integrity, and monitoring functions. They can exist separately or be combined, depending on specific organizational requirements and scale. For larger, more complex organizations, it might be appropriate to retain some or all of the traditional plans individually. However, they should be managed collectively so as to take advantage of common objectives and technical solutions. This strategy helps the organization achieve higher reliability more cost-effectively. 
IT management uses the requirements from the planning process to build corresponding plans that will allow their departments to meet or exceed delivery expectations. Activities and tasks performed during this process can include: 
· Analysis of existing infrastructure and how the new service will affect it.
· Evaluation of new technologies that can help IT achieve the desired outcomes.
· Validating that the plans meet delivery expectations and align to infrastructure standards.
· Adapting plans as business needs change.

The following table describes these implementation activities in more detail.

Table 5. Activities and Considerations for Implementation

	Activities
	Considerations

	Develop availability plan
	Description:

The availability plan describes the plans that ensure high availability for the service. It addresses the hardware, software, people, and processes related to the service. 
Key questions: 

· What are the key components that make up this service?

· Are there any single points of failure in the application delivery architecture? Can we mitigate these?

· How has this service performed in the past, either in production or in a pilot or lab environment? What have we learned from this, and how will it affect our availability planning?

· What are the specific recoverability targets for this service? Are they achievable, or do we need to evaluate new or alternate technologies such as virtualization or clustering?

· Do we need vendors or suppliers to deliver components of this service? Are they able to commit to OLAs?
· Does trend data highlight inherent resilience problems with this service or its components?

Inputs: 

· Service map

· Incident and Problem Management trend data for analysis
· Technical design and architecture documentation

· Component impact failure analysis

· Existing process documentation

· Incident lifecycle targets

· Availability requirements and targets from SLAs, OLAs, and underpinning contracts (UCs)

Outputs: 

· Availability plan

· Technical design recommendations or updates for both availability and recoverability

· Updated incident lifecycle targets

· Skills and resourcing recommendations

· Updated OLAs and UCs

· Failover, backup, and configuration recommendations

· Proactive maintenance recommendations

Best practices: 

· Design services for high availability. Proactive design is more cost-effective and efficient than retrofitting. Careful use of redundancy allows a service to tolerate failures of individual components.
· Identify, document, and schedule regular preventative maintenance tasks. Manage these tasks to ensure that they are performed to agreed-upon specifications.
· Continually review the availability plan, requirements, and performance. This ensures ongoing alignment between IT and the business and addresses changing technologies and business requirements. 
· Proactively investigate technology improvements and developments, such as virtualization, to determine whether they can be used to increase availability or to reduce risk of individual component failure.

· Identify and manage availability risks as a regular activity, use the outcomes of this activity to identify the priorities and business benefits of improvement activities.

	Develop capacity plan
	Description:

The capacity plan outlines the strategy for assessing overall service and component performance and uses this information to develop the acquisition, configuration, and upgrade plans. It provides management with a clear statement of resource and service capacity; an assessment of current capacities; a list of resources to be upgraded or acquired; and a projection of future capacity requirements.
Capacity planning can be broken down into three sub-processes:
· Business capacity planning, which looks at the business requirements

· Service capacity planning, which looks at the end-to-end service capacity

· Component capacity, which looks at the individual components that make up the service

Key questions:
· How do the dependent services affect capacity?

· What are the future business and IT plans for growth, mergers, and acquisitions that may affect the capacity requirements for this service? 

· Are there business peaks or other time-based variations in demand that can affect the capacity requirements? How can we maximize use of quiet times?

· What historical trend data can we analyze to evaluate current capacity and how can we use this data to model capacity against various scenarios?

· How can we meet the capacity predictions of the organization in the simplest, most cost-effective way? 
Inputs:
· Business plans and forecasts
· IT strategy and growth plans
· Usage trends

· Budget guidelines
· SLA

· Service catalog

· Anticipated IT deployment and/or release plans
· Internal marketing or awareness campaigns that may drive an increase in demand for this service
· Workload information
· Capacity-related incidents, problems, and emergency change records
Outputs:
· Updated capacity plan

· Request for Change (RFC) to update infrastructure or service components  (see Change and Configuration SMF for more information)
· Component and service monitoring thresholds and alerts

Best practices:
· Perform capacity planning during the design phase of a service or solution. Adding to or changing the service and components after the fact is costly and time consuming.

· A close relationship with the business will help to identify factors that will affect capacity, such as a change in business processes or usage patterns. An ongoing and regular review of capacity requirements is a good practice.
· Adding additional capacity can be done using a number of strategies:
· Incremental versus replacement

· Scaling up versus scaling out

· New technology
· Parallel versus hub-and-spoke
· Wherever possible, establish automation of monitoring and alerts on preset thresholds to reduce manual effort and error.
· Because historical performance in different scenarios provides good insight into the service behavior, it is useful to retain and store this type of information for analysis and trending predictions. 

	Develop data security plan
	Description: The data security plan describes how the service will be brought to acceptable levels of security. It details existing security threats and how implementing security standards will mitigate those threats. The information security plan must address the three goals of information security, namely:
· Data confidentiality. No one should be able to view an organization’s data without authorization.
· Data integrity. All authorized users should feel confident that the data presented to them is accurate and not improperly modified.
· Data availability. Authorized users should be able to access the data they need when they need it.
Key questions:
· How does this service use data or facilitate information transfer? 
· How critical is this information to the organization, and does it require regulatory oversight?
· Do we have an internal policy that defines the information type and how this information should be handled?
· Who needs access to this information, and where is it stored? Do we need to make arrangements for contingent staff?

· How long should we retain the data, and how do we best dispose of it when we no longer need it?

· What controls and monitoring should we use to ensure that this data is not compromised? If it does get compromised, how will we know? 
· What reporting do we need to provide, and to whom? Will we eventually need to make the reports available to internal/external auditors?
Inputs:
· Information classification policy

· Information handling guidelines

· Regulatory or legal requirements related to secure information handling

· Technical and security design documentation

Outputs:
· Information management plan that includes processes for internal staff and external or contract staff

· Recommended security controls to protect the information

· RFC to implement security controls and/or make design changes

· Audit and monitoring recommendations

· User awareness communication plan

Best practices:
· Generate an overall security policy—supported and enforced by the business—that addresses the requirements, handling and escalation procedures, and user responsibilities relating to corporate data and security incidents. This policy should be regularly communicated to staff through an ongoing awareness campaign.

· Implement technical measures to prevent malicious and/or accidental security breaches. The rule of least privilege provides the most control.

· Wherever possible, use tools and automation to help manage the security of the data. There are many technical solutions that provide this capability.

· Perform regular security audits and penetration tests to ensure that any weaknesses are identified. Factor data security considerations into any future service changes, RFCs, and technical support responsibilities.

	Develop disaster recovery plan
	Description:

The disaster recovery plan (DRP) is a documented and tested plan of the actions and activities that IT will follow in the event of a disaster. The purpose of this plan is to ensure that critical IT services are recovered within required time frames.
Key questions:
· What does the organization’s business continuity plan describe, and does this (new) service meet the definition of a business-critical system?

· Can the disaster recovery plan for this service be attached to the organization-wide disaster recovery plan, and if so, how does this affect the broader plan?

· What is the most appropriate yet cost-effective recovery scenario that still mitigates the business risk?
· Hot standby. Dedicated computer equipment mirroring critical business systems, ready to take over immediately with no loss of data

· Warm standby. A location with suitable computer equipment ready to recover service

· Cold standby capability. A setup that would need to be provisioned in the event of a disaster

· Do we have to test this scenario regularly? 
· What are our legal or regulatory reporting obligations? 
· Do we have a tried and tested recovery plan?

· Are our users and staff aware of our disaster recovery plans and do we need to communicate them regularly?
Inputs:
· SLAs

· Regulatory and statutory requirements

· Existing continuity and disaster recovery plans from the business and IT

· Business impact analysis (BIA)
Outputs:
· Updated disaster recovery plan

· Communications plan

· Updated OLAs and UCs with vendors and suppliers

· Emergency response plan

· IT disaster recovery test plan

Best practices:
· Ensure that the IT Disaster Recovery plan aligns with and supports the Business Continuity plan. The business knows which of its processes and functions are the most critical; and due to high costs and complexity, it is only these critical processes that will likely warrant a hot or warm recovery option. 

· Make risk management an ongoing activity. Risk identification and mitigation strategies are important activities that ultimately reduce exposure and service continuity planning costs. For more information on risk management, see the Governance, Risk, and Compliance SMF.
· Ensure that IT and business users can work remotely, and incorporate this capability into the daily business—this practice will promote greater flexibility under disaster conditions. 

· Consider the possibility that at least some IT staff may not be available in the event of a disaster. Consider planning for augmentation of staff by using vendor or supplier resources for business-critical functions.
· Consider performing regular disaster recovery exercises. This practice can be costly but because of the significant disruption a disaster can cause, it might be a worthwhile expenditure. 

	Develop monitoring plan
	Description: 
The monitoring plan defines the process by which the service will be monitored, the information required, and the ways in which the results will be reported and used. For more information about monitoring, see the Service Monitoring and Control SMF.
Key questions:
· What do we need to monitor to determine the reliability of this service? What service components need to be monitored to provide an overall framework for measuring service reliability?
· Monitoring requirements have been identified in availability, capacity, information security and service continuity plans; what is the best way for us to implement these in a consolidated and cost-effective manner?

· Which thresholds will tell us a major component failure is imminent, and what are the triggers that will indicate that a failure has occurred?

· Are we able to monitor these components with the existing infrastructure, and does this allow us to correlate events and initiate responses? Does the service have a health model and built-in instrumentation to assist with monitoring requirements?

· If a trigger event occurs, what steps should IT staff take? Do we have documented response plans and have we communicated these to key IT staff?

Inputs:
· Service health model
· Capacity and workforce plans

· Service map

· Technical design documentation

· Business transaction priorities (which transactions are important, and the service levels they need to deliver)

· Service Monitoring and Control function of Service Management 
Outputs:
· Thresholds and alerts that allow insight into the end-user experience with this service
· Service health monitoring model

· RFC to implement monitoring changes

· Reporting templates

· Run book for the Service Desk, explaining how to respond to problems that are raised by monitoring activities
Best practices:
· Collaborate on operations requirements early in the service design activities. As with most proactive activities, retroactively adding a monitoring capability that matches infrastructure standards is expensive and rarely accomplished. 

· Automate monitoring and alert responses wherever possible. Automation reduces errors, improves response times, and frees staff for other tasks.
· Consider using synthetic transactions (such as a simple, system-generated test e-mail) to holistically measure how the service is behaving. While it is easy to monitor individual components, the really important measurement is that of the end-user experience with the service. 

	Review and approve plans
	Key questions:
· Are the plans sound and complete? 
· Can they be implemented cost-effectively and practically? 

· Do the outcomes of the plans meet the original objectives and expectations from the business?

· If it’s not possible to meet the objectives within the budget, will the business relax the requirements, or will it increase the budget to allow meeting the original objectives? What trade-offs are necessary?

· Do these plans align with overall IT strategy? Does strategy need revision and alternate solutions evaluated? 

· Can service performance be monitored effectively? Is the right information gathered to be able to assess service reliability and to identify areas for improvement?

· Is it necessary to adjust resources or add skills?

Inputs:
· Availability plan

· Capacity plan

· Information security plan

· IT service continuity plan

· Monitoring plan

Outputs:
· Approved plans

· New or updated RFC
· Updated project charter, if applicable
· Review of requirements/expectations/budget

Best practices:
· Ensure that these plans, infrastructure changes and updates, technology implementations, and monitoring recommendations work well together. Identify and drive for a common set of technologies and components that can be shared as much as possible. These plans should be approved by both IT and the business.
· It is equally important that activities and actions from the reliability function are consistent with, and align to, the overall IT strategy and standards. Unless there is no alternative, avoid customized solutions that require additional resources, licenses, and skills to manage.
· Take advantage of assistance offered by vendors, suppliers, and service providers during plan development—they can help with technical advice, best practice guidance, design and architecture reviews, and implementation assistance. 


Process 3: Monitoring and Improving Plans
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Figure 6. Monitoring and improving plans
Activities: Monitoring and Improving Plans 
The third process of Reliability Management is monitoring and improving plans, an ongoing procedure that ensures that the first two processes have been followed, that metrics are reported on, that exceptions to targets are tracked, and that improvements are fed back into the Plan phase. Proper monitoring ensures that either the original objectives are being achieved or steps are being taken to improve reliability or adjust business expectations. This process includes the following activities:
· Monitor service reliability.

· Report and analyze trends in service reliability.

· Review reliability.
Business requirements and technology are both subject to frequent change. This iterative review and reporting function helps to promote an ongoing alignment between actual service delivery and business requirements, ensuring that these reliability functions are up to date and relevant. 
The following table describes these activities in more detail.

Table 6. Activities and Considerations for Monitoring and Improving Plans

	Activities
	Considerations

	Monitor
	Key questions: 

· Do we have adequate information to review and report on service reliability?

· Do we have an accurate, end-to-end view of the user experience?

· Is the information that we gather useful to the business? Is it used? Is any necessary information missing?
· Do monitoring plans, monitoring locations, and/or thresholds need to be adjusted?

Inputs: 

· Monitoring plan

· Data feeds or reports from monitoring systems. For more information about monitoring systems, see the Service Monitoring and Control SMF.
Outputs: 

· Reliability specific metrics

· Management dashboard

Best practice: 

· If using automatic ticket creation from monitoring tools, ensure that the alert thresholds are appropriately defined so that alerts do not flood the Incident Management tool with irrelevant alerts. 
· Automate the data collection and service monitoring tasks as much as possible, using existing tools and mechanisms where appropriate. 

	Report and analyze trends
	Key questions:
· Are we consistently delivering an available and reliable service?

· In the event of an outage, was the service recovered in accordance with the service level targets? If not, why not?

· Does monitoring correlate with experiences? Were any events, thresholds, triggers, or service degradation missed that should have been captured?

Who needs to know how this service is performing? What reports should be generated, and when? Weekly, monthly, quarterly, annually?

· Are there any unexpected trends, good or bad, that should be investigated? Who should be responsible for doing this?

· How can this information best be used to improve service reliability and customer satisfaction? Who is responsible for ensuring that the service improvement initiatives are recorded, evaluated, and acted upon?

Inputs:
· Service availability reports

· Incident mean-time-to-repair reports (see the Service Monitoring and Control SMF)
· Problem management trend reports (see the Problem Management SMF)
· Original business requirements and service-level targets

Outputs:
· Reliability report

· Recommendations for improvement or technical evaluation, requirement review, improved or reduced service level commitments

Best practices:
· Define the reporting requirements early in the process by working with the relevant stakeholders to identify their needs.
· Develop a common repository for raw metrics information to simplify extraction and data mining.
· Provide management dashboards for demonstrating and reporting service reliability metrics.
· Automate data collection and manipulation as much as possible, making it easy for the stakeholders to retrieve reports when they want or need them.

	Review reliability
	Key questions:
· Have reliability objectives been achieved?

· What needs to change? 
· How can reliability be improved?

· Is there a business justification for these improvements? And will the business support the improvements with budget approval and stakeholder involvement?

· Can the cost of delivering on the reliability requirements be reduced with new technologies, further automation, or improved processes?

Inputs:
· Reliability report

· Service availability reports

· Original business requirements

· Improvement recommendations 

Outputs:
· Information and reports for business review (can be part of the Service Alignment Management Review)

· Prioritized and approved list of improvement recommendations

· RFC to implement improvement activities

· Archived data storage for trend analysis

Best practices:
· Schedule and plan for regular reliability reviews as part of the Operational Health Management Review. Ensure that participants in that review know what information they need to contribute and that they have sufficient time and resources to collect and analyze this information. Reviews should be structured with agendas, minutes, and clearly identified and assigned actions from the reviews. 

· Involve and engage the Account Manager role in the review process. This function should help with prioritization of improvement initiatives, securing budget, and communicating progress back to the business. Much of the reporting output will be useful to this team as it reports to the business on SLA performance.


Conclusion

The Reliability SMF describes the process for developing and measuring requirements and plans for confidentiality, integrity, availability, continuity, and capacity.

The SMF describes the processes used to create the reliability plans:

· Planning

· Implementation

· Monitoring and improving plans for reliability

Feedback

Please direct questions and comments about this guide to mof@microsoft.com.
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